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Abstract
Varying-coefficients mixed model (VCMM) is proposed for longitudinal data and the other

correlated data. This model allows flexible functional dependence of the response variable on the

covariates by using varying-coefficients linear part to present the covariates effects, while account-

ing the within-subject correlation by using random effect. In this article, the coefficient functions

are estimated by using smoothing spline and restricted maximum likelihood is used to estimate

the smoothing parameters and the variance components simultaneously. The performance of the

proposed method is evaluated though some simulation studies, which show that both the coeffi-

cient functions and variance components could be estimated well for the VCMMs with all kinds of

covariance structures.
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§1. Introduction

The varying coefficient model (VCM) is a useful extension of classical linear models.
There are extensive studies on it after the seminal work of Hastie and Tibshirani (1993).
The appeal of this model is that via allowing coefficients to vary with some covariate, the
modeling bias can significantly be reduced and “curse of dimensionality” can be avoided.
Another advantage of this model is its interpretability. It arise naturally when one is
interested in exploring how regression coefficients change over different groups such as
age. It is particularly appealing in longitudinal studies where it allows one to examine
the extent to which covariates affect response over time. See Hoover et al. (1998), Fan
and Zhang (2000), Chiang et al. (2001) and Huang, Wu and Zhou (2002), Zhang and
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Lu (2004) for the details on the applications of varying-coefficient models to longitudinal
data. Additional work is cited in these references.

A challenge in the analysis of longitudinal data is that the data are correlated, as
multiple observations are measured for each individual. This correlation should be taken
into account in the analysis to yield the valid inference. However, in the least square
estimation of VCM, whether smoothing spline estimation or local method, this correla-
tion is often neglected and only considered in the study of the asymptotic property of
the estimators. In the application of VCM, another critical issue is how to select good
estimators of smoothing parameters or bandwidth parameters. Although cross-validation
is a reasonable approach to select the smoothing parameters for clustered data, it is of-
ten computational expensive and subsequent inference on the correlation parameters is
difficult. It is hence of substantial interest to develop a systematic procedure to make
inference on all model parameters.

A popular parametric way within the likelihood frame is to use linear mixed models
(LMM) to analyze the longitudinal data (Laird and Ware, 1982). When simple parametric
forms are insufficient, however, nonparametric approaches allowing arbitrary functional
forms must be considered. There are some papers in the recent literature extending LMM
to the analysis of modeling replicated functional data. For example, Lin and Zhang (1999)
proposed generalized additive mixed models, where additive covariate effects were used to
model the covariate effects in GLMMs. Wu and Liang (2004) proposed a random varying-
coefficient model in which the time-varying coefficients are assumed to be subject-specific,
and can be considered as realizations of stochastic processes. Guo (2002) introduced a
functional mixed model allowing functional fixed and random-effect functions of arbitrary
form, with the modeling done by using smoothing splines. Morris and Carroll (2006) used
a Bayesian wavelet-based approach to fit the functional mixed model in order to suite
for modeling irregular functional data. In this paper, we consider the varying-coefficients
mixed model (VCMM), which is an extension of LMM in the spirit of Hastie and Tibshirani
(1993). This new class of model uses the varying-coefficient linear part to model covariate
effects while accounting for overdispersion and correlation by adding random effects to
VCM. The smoothing spline is used to fit the coefficient functions. We treat the smoothing
parameters as the extra variance components and estimate them jointly with the other
variance components by the using restricted maximum likelihood (REML) (Harville, 1977).
It is shown that all model parameters can be estimated from a modified linear mixed model.

This paper is organized as follows. Section 2 states model. Section 3 contains the
estimation procedures. The algorithms are summarized in Section 4. Section 5 reports the
results from some simulation studies designed to evaluate the performance of the proposed
estimation. Section 6 presents some discussion.
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§2. The Varying-Coefficient Mixed Effect Models

Let the data be consist of m subjects with ith subject having ni observations over
time. Suppose that Yij (i = 1, · · · ,m, j = 1, · · · , ni) are the response for the ith subject
at time point tij and can be modeled by the varying-coefficients mixed model

Yij = Xτ
ijβ(tij) + Zτ

ijbi + εij , (2.1)

where β(t) = (β1(t), · · · , βp(t))τ is a p× 1 vector of unknown coefficient functions associ-
ated with covariates Xij = (Xij1, · · · , Xijp)τ ; bi are independent q × 1 vectors of random
effects associated with covariates Zij = (Zij1, · · · , Zijq)τ ; and the εij are independent mea-
sure errors. Without a loss of generality, let t ∈ [0, 1]. Furthermore, suppose that bi is
distributed as Normal(0, D(θ)) where D(θ) is a positive matrix depending on parameter
vector θ, and εij is distributed as Normal(0, σ2) and independent of bi. (θτ , σ2)τ is called
to be the vector of variance components.

A key feature of VCMM (2.1) is that varying-coefficients part is used to model co-
variate effects and random effects are used to model correlation between observations.
If βj(·) are constant functions of t, the VCMM (2.1) reduces to the linear mixed model
(LMM). If X1 ≡ 1 and βj(t) except of β1(t) are constant function of t, the VCMM (2.1)
reduces to the semiparametric mixed model (Zeger and Diggle, 1994). In the functional
mixed model (Morris and Carroll, 2006), random effect bi is extended to the realization of
statistic process.

Denote Yi = (Yi1, · · · , Yini)
τ and Zi, εi similarly (i = 1, · · · ,m). Let t0 = (t01, · · · , t0r)

τ

be a vector of ordered distinct values of the time points tij (i = 1, · · · ,m, j = 1, · · · , ni)
and Ni be the incidence matrix for the ith subject connecting ti = (ti1, · · · , tini)

τ and t0

such that (j, l)th element of Ni is 1 if tij = t0l and 0 otherwise (j = 1, · · · , ni, l = 1, · · · , r).
The model (2.1) can be written as

Yi = Di1Niβ1 + Di2Niβ2 + · · ·+ DipNiβp + Zibi + εi, (2.2)

where Dik = diag(Xi1k, · · · , Xinik) and βk = (βk(t01), · · · , βk(t0r))
τ for k = 1, · · · , p.

Let Gi = (Di1Ni, Di2Ni, · · · , DipNi), β = (βτ
1 , · · · , βτ

p )τ and Z = diag(Z1, · · · , Zm).
Further denoting Y = (Y τ

1 , · · · , Y τ
m)τ and G, b, ε similarly, (2.2) reduces to

Y = Gβ + Zb + ε, (2.3)

where b is distributed as Normal(0,D(θ)) with D(θ) = diag(D(θ), · · · ,D(θ)) and ε is

distributed as Normal(0, σ2In) with In denoting an identity matrix of dimension n =
m∑

i=1
ni.
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§3. Estimation for the Mean Components

Statistical inference in VCMM (2.1) involves inference on the coefficient functions
βj(t), which often requires the estimation of the smoothing parameter, say λj , and infer-
ence on the variances (θτ , σ2)τ . In this section, We shall first discuss how to construct
natural cubic smoothing estimators of βj(t) when λ = (λ1, · · · , λp)τ and (θτ , σ2)τ are
known; and the inference on λ and (θτ , σ2)τ will be studied in the next section.

3.1 Estimation of Coefficient Functions

For given variance component, the loglikelihood function of βj(·) is, apart from a
constant,

l(β;Y ) = −1
2

log |R| − 1
2
(Y −Gβ)τR−1(Y −Gβ), (3.1)

where R = ZD(θ)Zτ + Iσ2. Since βj(t) are infinite dimensional smoothing functions, we
estimate βj(t) by maximizing the penalized loglikelihood function

lp(β1(t), · · · , βp(t);Y ) = l(β;Y )− 1
2

p∑
j=1

λj

∫
[β′′j (t)]2dt, (3.2)

where l(β;Y ) is the loglikelihood function defined in equation (3.1), the λj , j = 1, · · · , p

are smoothing parameters that control the smoothness of β̂j(t) and goodness-of-fit of the
model to the data. The maximizer β̂j(t) of lp(β;Y ) are natural cubic splines, which can
be expressed as

βj(t) =
2∑

v=1
δjvφv +

r∑
l=1

ajlR(t0l , t),

where φv is a (v − 1)th polynomial (e.g. φjv = tv−1/(v − 1)!) and R(x, y) is defined as

R(x, y) = K2(x)K2(y)−K4(x− y).

For

K2(x) =
1
2

(
k2

1(x)− 1
12

)
, k4(x) =

1
24

(
k4

1(x)− k2
1(x)
2

+
7

240

)

and k1(x) = x− 0.5 on x ∈ [0, 1]. See Gu (2002, P. 37).

Denote δj = (δj1, δj2)τ and aj = (aj1, · · · , ajr)τ . Then βj and penalties in (3.2) can
be expressed as

βj = Tδj + Σaj and
1
2
λj

∫
[β′′j (t)]2dt =

λj

2
aτ

j Σaj , (3.3)

where T is r × 2 with (l, s)th element equal to φs(t0l ) and Σ is a positive definite ma-
trix with (l, s)th element equal to R(t0l , t

0
s). Let G

(i)
1 = (Di1NiT, · · · , DipNiT ), G

(i)
2 =
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(Di1NiΣ, · · · , DipNiΣ), G1 = (G(1)
1

τ
, · · · , G

(m)
1

τ
)τ and G2 similarly. The model (2.3) re-

duces to
Y = G1δ + G2a + Zb + ε,

where δ = (δτ
1 , · · · , δτ

p )τ and a = (aτ
1 , · · · , aτ

p)
τ . Therefore, the penalized loglikelihood

(3.2) becomes

lp(δ, a;Y ) = −1
2

log |R|− 1
2
(Y −G1δ−G2a)τR−1(Y −G1δ−G2a)− 1

2

p∑
j=1

λja
τ
j Σaj

= −1
2

log |R|− 1
2
(Y −G1δ−G2a)τR−1(Y −G1δ−G2a)− 1

2
aτΩ−1(λ)a, (3.4)

where λ = (λ1, · · · , λp)′ and Ω−1(λ) = diag(λ1Σ, · · · , λpΣ).
The maximizing penalized loglikelihood estimates (MPLEs) (δ̂, â) can be obtained by

solving the linear system
(

Gτ
1R

−1G1 Gτ
1R

−1G2

Gτ
2R

−1G1 Ω−1 + Gτ
2R

−1G2

)(
δ

a

)
=

(
G1R

−1Y

Gτ
2R

−1Y

)
. (3.5)

Estimating of the subject-specific random effect bi can proceed by calculating their con-
ditional expectations given the data Yi, while estimating δ and a by their MPLEs. This
gives

b̂i = D(θ)Zτ
i (ZiD(θ)Zτ

i + Iqσ
2)−1(Yi −G

(i)
1 δ̂ −G

(i)
2 â).

This suggests that the following theorem holds.

Theorem 3.1 If the coefficient functions in (2.1) are estimated by smoothing
spline. Then the maximizing penalized loglikelihood estimates (MPLEs) are identical to
the best linear unbiased predictors (BLUPs) of the following linear mixed model

Y = G1δ + G2a + Zb + ε, (3.6)

where δ are the regression coefficient and a and b are mutually independent random effect
with a ∼ N(0,Ω(λ)) and b ∼ N(0,D(θ)).

Theorem 3.1 can be easily proved by the comparison between the MPLEs (3.5) and
BLUPs defined in Harville (1977).

3.2 Bayesian Formulation and Inference

For the classical nonparametric model yi = f(ti) + εi, where εi are independent and
distributed as N(0, σ2), the regression f can be estimated by smoothing spline and f have
the form

f = Tδ + Σa,
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where T and Σ are defined in (3.3). Suppose that δ have a flat prior and a have a normal
prior N(0, (λΣ)−1), one can easily show that the posterior model and mean of (δτ , aτ )τ

under the Bayesian model are identical to the MPLEs (δ̂τ , âτ )τ . Wahba (1985) suggested
estimating the covariance of f̂ using the posterior covariance of f̂ under Bayesian model.
She showed that the resulting Bayesian confidence intervals of f calculated using the
Bayesian standard errors have good coverage probability when the true f(x) is a fixed
smooth function.

Similar to the smoothing spline estimate of nonparametric regression, the covariance
of β̂j can be estimated by their posterior covariance under Bayesian models. Note that βj

can be expressed as (3.3). Assuming that δj have a flat prior and aj are independent and
have a normal prior N(0, (λjΣ)−1), some calculation shows that the MPLEs are identical
to posterior mean of δ and a. Let α = (δτ , aτ )τ and α̂ = (δ̂τ , âτ )τ . The Bayesian covariance
matrix of MPLEs α̂ is

Cov B(α̂) = H−1,

where H is the coefficient matrix on the left-hand side of equation (3.5). It follows that
the Bayesian covariance of β̂j is

Cov (β̂j) = (T, Σ)Cov B(α̂j)(T, Σ)τ , (3.7)

where α̂j = (δ̂τ
j , âτ

j )
τ and Cov B(α̂j) can easily obtained from the corresponding blocks of

H−1.

§4. Inference on the Smoothing Parameters

and Variance Components

We assume in Section 3 the smoothing parameters λj and the variance component
vector are known when we make inference on the coefficient functions βj in VCMM (2.1).
However, they are often need to be estimated from the data. Under the linear mixed
models, the restricted maximum likelihood (REML), which takes into account the loss
in degree of freedom resulting from estimating fixed effects, is often used to estimate the
variance components (Harville, 1977). Due to the smoothing spline estimator of nonpara-
metric function has often a representation of linear mixed model, REML has also been
used for selecting the smoothing parameter in the nonparametric regression. For example,
Ansley, Kohn and Wang (1993) and Lin and Zhang (1999).

In this section, using the connection between the smoothing spline estimation of
varying-coefficient mixed models and the linear mixed model established in Section 3, we
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propose to estimate the soothing parameter λ and variance component (θτ , σ2)τ simulta-
neously using REML by treating λ as an extra variance component vector in the linear
mixed model (3.6). For the convenience of calculation, let τj = 1/λj and τ = (τ1, · · · , τp)τ .
By Harville (1977), the REML of γ = (τ ′, θ′, σ2)′ in the LMM (3.6) is

lR(τ, θ, σ2;Y ) = −1
2

log(|V |)− 1
2

log(|Gτ
1V

−1G1|)− 1
2
(Y −G1δ̂)τV −1(Y −G1δ̂), (4.1)

where δ̂ is the estimator in Section 3 and

V = R + G2Ω(λ)Gτ
2 = Inσ2 + ZD(θ)Zτ + G2Ω(λ)Gτ

2 .

Differentiating lR(τ, θ, σ2;Y ) with respect to γ, the REML estimating equation is

s(γ) = −1
2
tr

(
P

∂V

∂γk

)
+

1
2
(Y −G1δ̂)τV −1 ∂V

∂γk
V −1(Y −G1δ̂) = 0, (4.2)

where

P = R−1 −R−1(G1, G2)H−1(G1, G2)τR−1.

Using the identity V −1(Y − G1δ̂) = R−1(Y − G1δ̂ − G2â) (Harville (1977), Eq. 5.2), we
have

−1
2
tr

(
PG2

∂Ω
∂τk

Gτ
2

)
+

1
2
(Y −G1δ̂ −G2â)τR−1G2

∂Ω
∂τk

Gτ
2R

−1(Y −G1δ̂ −G2â) = 0,

−1
2
tr

(
PZ

∂D
∂θk

Zτ
)

+ (Y −G1δ̂ −G2â)τR−1Z
∂D
∂θk

ZτR−1(Y −G1δ̂ −G2â) = 0,

and

−1
2
tr(P ) + (Y −G1δ̂ −G2â)τR−2(Y −G1δ̂ −G2â) = 0,

where δ̂ and â are the estimators in Section 3. The Fisher information of γ̂ is

I(γ) =
(1

2
tr

(
P

∂V

∂γi
P

∂V

∂γj

))
=




Iττ Iτθ Iτσ2

Iθτ Iθθ Iθσ2

Iσ2τ Iσ2θ Iσ2σ2


 . (4.3)

Denoting by Ajk the (j, k)th element of the matrix A, we have

Ijk
ττ = 0.5tr

(
Gτ

2PG2
∂Ω
∂τj

Gτ
2PG2

∂Ω
∂τk

)
, Ijk

τθ = 0.5tr
(
ZτPG2

∂Ω
∂τj

Gτ
2PZ

∂D(θ)
∂θk

)
,

Ijk
θθ = 0.5tr

(
ZτPZ

∂D(θ)
∂θj

ZτPZ
∂D(θ)
∂θk

)
, Ij1

τσ2 = 0.5tr
(
PG2

∂Ω
∂τj

Gτ
2P

)
,

Ij1
θσ2 = 0.5tr

(
PZ

∂D(θ)
∂τj

ZτP
)

and Iσ2σ2 = 0.5tr(P ).
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The covariance of γ̂ can be estimated using the inverse of Fisher information matrix. To
estimate γ, we can now proceed as follows. Beginning with some starting values γ(0),
iterate

γ(k+1) = γ(k) + I(γ(k))−1s(γ(k))

until convergence.

§5. Summary of Inference in VCMM

Since the estimation of coefficient functions depends on the variance parameters and
smoothing parameters and vice versa, both may be estimated through cycling between the
two estimation step, using the current values of (δ̂τ , âτ )τ and (τ̂ ′, θ̂′, σ2)′ in the respective
formulae. In this section, we will summarize the presented results in a algorithm that de-
scribes the simultaneous estimation of both coefficient functions and variance parameters.

(1) Choose starting value (δ(0), a(0)), (τ (0), θ(0), σ2(0)), a termination criterion ε and
define the iteration index k = 0. In the following simulation studies, we select
the starting value σ2(0) = 1, τ

(0)
j = 1. Furthermore, we select θ(0) such that

Var (bi) = 1, corr(bi, bj) = 0.5. (δ(0), a(0)) is chosen to be the estimator of linear
model Y = G1δ + G2a + ε.

(2) Determine (δ̂(k+1), â(k+1)) as the solution of the linear system (3.5). Note that all
involved matrices are evaluated at the current estimates.

(3) Compute the score vector s(γ(k)) and the expected Fisher-information matrix I(γ(k)).
Update γ(k+1) via

γ(k+1) = γ(k) + I−1(γ(k))s(γ(k)).

(4) Compute the distance measures

d1 = d((δ̂(k), â(k)), (δ̂(k+1), â(k+1))) =
‖(δ̂(k+1), â(k+1))− (δ̂(k), â(k))‖

‖(δ̂(k), â(k))‖

and

d2 = d(γ(k), γ(k+1)) =
‖γ(k) − γ(k+1)‖

‖γ(k)‖ .

If d1 > ε or d2 > ε, replace k by k + 1 and go back to (2). Otherwise stop the
estimation procession.
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§6. Simulation Study

Some simulation studies were carried out to evaluate of the performance of MPLEs of
coefficient functions and the REML estimates of the smoothing parameters and variance
components under all kinds of the different covariance construction. Each data set was
composed of 100 clusters of size ni = 5. Denote the coefficient functions

β1(t) = 15 + 20 sin
(πt

60

)
, β2(t) = 4−

( t− 20
10

)2
, β3(t) = 2− 3 cos

((t− 25)π
15

)
, (6.1)

where t ∈ [0, 30].
Example 6.1 Let

Yij = Xij1β1(tij) + Xij2β3(tij) + Zijbi + εij , (6.2)

where β1(·) and β3(·) were defined in (6.1); Xij1 ≡ 1, Xij2 ∼ Normal(1, 0.25) and Zτ
ij =

(Zij1, Zij2) = (Xij1, Xij2). The covariate t varied within each cluster with 100 equally
spaced knots in [0, 30], that is, tij = 30b(i + 4)/5c/100 + 6(j − 1) for i = 1, · · · , 100,
j = 1, · · · , 5, where b·c denotes a truncation operator. The random effect bi were supposed
to be independent and distributed Normal(0, D(θ)), where D(θ) = diag(θ1, θ2) with θ1 = 1
and θ2 = 0.5. The random error εij were supposed to be independent and distributed as
Normal(0, σ2) with σ2 = 1.

Example 6.2 Example 6.2 is the same as Example 6.1 except of the covariance
matrix of the random effect D(θ) = diag(θ1, θ1) with θ1 = 0.5.

Example 6.3 Let

Yij = Xij1β2(tij) + Xij2β3(tij) + Zτ
ijbi + εij , (6.3)

where β2(·) and β3(·) were defined in equation (6.1); Xij , Zij and tij were generated by
the same method as the one used in Example 6.1. The random effect was supposed to be
distributed as

bi ∼ N(0, D(θ)), D(θ) =

(
θ1 θ2

θ2 θ3

)
,

where θ1 = 0.8, θ3 = 0.3, θ2 = −0.5
√

θ1θ3 = −0.2450, that is, the correlation of bi1 and
bi2 is corr(bi1, bi2) = −0.5. The error εij were suppose to be N(0, σ2) with σ2 = 0.25.

It is easy to see that the main difference among Example 6.1–6.3 is in the struc-
ture of the covariance matrix D(θ) of random effect bi. Note that D(θ) is a diagonal
positive-definite matrix in Example 6.1, a multiple of the identity positive-definite matrix
in Example 6.2 and a general positive-definite matrix in Example 6.3. Three thousand
data sets were generated for each example and the estimation procedure developed in Sec-
tion 3 was applied to each dataset. For comparison, varying-coefficient models were also
fitted by assuming the random effects were absent.
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Figure 1 True and estimated coefficient functions of Example 6.1–6.3 based on 3000 repli-
cations: solid curve — true coefficient functions; shot-dashed curve — the average of the
estimated coefficient functions; long-dashed curve — empirical 95% confidence intervals.
Figure (1–2) is the estimate for Example 6.1, Figure (3–4) for Example 6.2, and Figure
(5–6) for Example 6.3.
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Figure 2 A typical result of Example 6.1: solid curve — true coefficient functions; shot-
dashed curve — the the estimates of the coefficient functions; long-dashed curve — 95%
confidence intervals.
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Table 1 The means (and standard errors) of the estimates of variance
components over 3000 replications of Example 6.1–6.3

θ1 θ2 θ3 σ2

Eg. 1
True value 1 0.5 1

Estimation 1.011(0.210) 0.502(0.165) 0.999(0.073)

Eg. 2
True value 0.5 1

Estimation 0.502(0.085) 0.996(0.078)

Eg. 3
True value 0.8 -0.245 0.3 0.25

Estimation 0.791(0.168) -0.242(0.102) 0.298(0.084) 0.249(0.020)

Figure 1 presents the average of the estimated coefficient functions and empirical 95%
confidence intervals from 3000 simulation runs. Figure 2 gives a typical result of Example
6.1 drawn from 3000 simulations at random. The other two examples were also estimated
well in each simulation and the typical results were omitted. Table 1 gives the estimated
variance components and their empirical standard errors. From Figure 1–2 and Table 1,
it suggests that both the coefficient functions and variance components of VCMM with all
kinds of covariance structures were estimated well by the procedure developed in Section
3.
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Figure 3 The boxplots of ADE of Example 6.1–6.3: “1” — the ADE for estimates of
VCMM; “2” — the ADE for estimates of VCM in which the random effect were neglected.
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The performance of a fit for the coefficient functions can be measured by the absolute
deviation error(ADE) from the true coefficient curves. Let u1, · · · , uT be T grid points.
The ADE is defined as

ADE =
p∑

l=1

ADEl =
p∑

l=1

T∑
j=1

|β̂l(uj)− βl(uj)|, (6.4)

where ADEl =
T∑

j=1
|β̂l(uj)− βl(uj)|. Figure 3 shows the comparatione between the ADEs

for the estimate of VCMM and that of VCM. The first column of Figure 3 presents the
boxplots of ADE for the estimate of VCMM over 3000 replications, where Example 6.1–6.3
were estimated by the use of the procedures developed in Section 3. The second column
presents the boxplots of ADE for the estimate of VCM from the assumption that the
random effect were absent. Figure 3 suggests that the procedure developed in Section 3
would be more efficient than the estimates of VCM when the random effect exists.

§7. Discussion

In this article, we proposed a VCMM for correlated data. Smoothing spline was used
to estimate the coefficient functions and the restricted maximum likelihood (REML) was
used to estimate the smoothing parameters and the variance components simultaneously.
A key feature of this approach is that it allows us to make systematic inference on all
model parameters of VCMMs, including coefficient functions, smoothing parameters and
variance components.

The simulation studies in Section 6 show that the proposed method performs well
in estimating the coefficient functions and variance components of VCMM with all kinds
of covariance structures, such as, a diagonal matrix, a multiple of the identity matrix or
a general positive-definite matrix. According the characteristics of smoothing spline, the
proposed procedure can be easily extended to the other penalized spline estimation, such
as, penalized B-spline (Eilers and Marx, 1996).
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变系数混合模型的光滑样条推断

卢一强

(解放军信息工程大学电子技术学院, 郑州, 450004)

许王莉

(中国人民大学统计系, 北京, 100872)

为了拟合纵向数据和其他相关数据, 本文提出了变系数混合效应模型(VCMM). 该模型运用变系数线性

部分来表示协变量对响应变量的影响, 而用随机效应来描述纵向数据组内的相关性, 因此, 该模型允许协变量

和响应变量之间存在十分灵活的泛函关系. 文中运用光滑样条来估计均值部分的系数函数, 而用限制最大似然

的方法同时估计出光滑参数和方差成分, 我们还得到了所提估计的计算方法. 大量的模拟研究表明对于具有

各种协方差结构的变系数混合效应模型, 运用本文所提出的方法都能够十分有效地估计出模型中的系数函数

和方差成分.

关键词: 变系数混合效应模型, 光滑样条估计, 限制最大似然, 线性混合效应模型.
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